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Recently, Dean and Lefèvre �Phys. Rev. Lett. 90, 198301 �2003�� developed a method for testing the
statistical mechanical theory of granular packings proposed by Edwards and co-workers �Physica A 157, 1080
�1989�; Phys. Rev. E 58, 4758 �1998��. The method relies on the prediction that the ratio of two overlapping
volume histograms should be exponential in volume. We extend the method by showing that one can also
calculate the entropy of the packing and also that the method can yield false positive results when the
histograms are Gaussians with nearly identical variances. We then apply the method to simulations and
experiments of granular compaction. The distribution of global volumes �the volume of the entire packing� is
nearly Gaussian and it is difficult to conclude if the theory is valid. On the other hand, the distribution of
Voronoï volumes clearly obeys the theoretical prediction.
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I. INTRODUCTION

Edwards and co-workers �1,2� introduced a theory of
static granular packings that is closely related to statistical
mechanics. This theory rests on three observations: �1� a
granular packing is composed of many grains, �2� preparing
the packing repeatedly in the same way always yields the
same macroscopic state but different microscopic states, and
�3� the volume of the packing is the most important macro-
scopic variable. The first two observations suggest using sta-
tistical mechanics and the third motivates replacing the en-
ergy U of a thermal system with the volume V of a packing.
One can then define the entropy S as the logarithm of the
number of states with a given volume. Finally, the compac-
tivity X=�V /�S is the analog of the temperature. The com-
pactivity is a function of the way the packing is prepared.

This theory was initially met with skepticism. Its formulas
were the same as those of the usual statistical mechanics,
except for a few letters that were changed. This close resem-
blance hides some rather profound differences. For example,
temperature in statistical mechanics arises when one consid-
ers a system in contact with a heat bath. The temperature is
independent of the nature of the coupling. In granular statis-
tical mechanics, one might argue that a granular packing is
exchanging volume with the rest of the universe, so that the
packing is coupled to a “volume bath.” But the compactivity
depends on how the system is prepared, not on any property
of the volume bath. Another problem is that it is quite diffi-
cult to test this theory. The entropy function S�V� is difficult
to measure and the dependence of X on the parameters of the
preparation is unknown.

Nevertheless, it is possible to calculate X from observing
density fluctuations. This was first done for granular compac-
tion in a long, narrow tube �3�. The same procedure has been
carried out in other experimental situations, such as a granu-
lar packing that is periodically fluidized by flowing water
�4�, or granular compaction in a wide container �5�. Although
this method yields X, it does not test the theory of Edwards,
for such a calculation is always possible once fluctuations are
observed. Nevertheless, experimental work has verified vari-
ous aspects of the theory, such as the existence of history-

independent states �3,4�, that can be characterized by density
alone �5�.

Further work focused on the free volume associated with
each particle. The distribution of these volumes is well ap-
proximated by a gamma law �6–9� of a form that agrees with
the theory of Edwards. These works are probably the stron-
gest evidence supporting the theory.

In this paper, we use a method of testing the theory that
has been applied to a spin glass �10� and to the distribution
of contact forces �11,12�. This method checks if the volume
histograms have the special form. Specifically, the ratio of
two overlapping histograms must be an exponential in vol-
ume. This is a direct consequence of the Boltzmann-like fac-
tor e−V/X present in the theory. This test has the advantage of
being generally applicable and of not requiring detailed
knowledge of the entropy. On the other hand, the test can
yield a “false positive” result when applied to a series of
Gaussian distributions with nearly equal variances. We apply
this test to data from simulations and experiments of granular
compaction. We consider both the total volume of the pack-
ing and the Voronoï volumes associated with each particle. In
all cases, the observed distributions satisfy the test. The glo-
bal volume distributions are nearly Gaussian, rendering the
interpretation of the results difficult. On the other hand, the
distributions of the Voronoï volumes are clearly non-
Gaussian and our results are a clear success of the theory.

This paper is organized as follows. In Sec. II, we review
some results of statistical mechanics and Edward’s theory.
This section is necessary to show the difference between the
two theories and to pose in detail the questions that this
paper addresses. Then in Sec. III, we present our numerical
results and in Sec. IV, our experimental ones.

II. CLASSICAL AND GRANULAR STATISTICAL
MECHANICS

A. Statistical mechanics of thermal systems

In this section, we present a brief review of classical sta-
tistical mechanics. Although this can be found in textbooks,
we present it here to support our discussion of the assump-
tions of granular statistical mechanics.
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1. Microcanonical ensemble

The goal of statistical mechanics is to explain how the
thermodynamic behavior of macroscopic systems arises from
the motion of their microscopic parts. It establishes a con-
nection between macroscopic quantities such as entropy and
internal energy and microscopic quantities such as positions
and velocities of molecules. This connection rests on Boltz-
mann’s postulate that the entropy is the logarithm of the
phase-space volume available to the system

S�U� = kB ln�C�N�� ��U − H�q��dq� . �1�

Here, S is the entropy and U is the internal energy of a
system. The left-hand side of this equation involves therefore
only macroscopic quantities that can be determined from the
equations of state, for example.

On the right-hand side is a microscopic expression. The
Boltzmann constant kB can be considered as the fundamental
unit of entropy. The microscopic degrees of freedom are q
= �q1¯qN�. It will be assumed that assigning a value to each
component of q completely and uniquely specifies the state
of the system. In the following, we consider a classical sys-
tem where q contains both the positions and momenta of the
particles and take on a continuous range of values. In quan-
tum systems, q takes on discrete values and the integral be-
comes a sum. The constant C�N� depends on the number of
degrees of freedom and is needed for two reasons. First, the
argument of the logarithm must be dimensionless, but the
integral over phase space has dimensions. Second, the en-
tropy must be extensive.

The function H�q�, called the Hamiltonian, calculates the
energy of any configuration q of the system. Therefore, the
delta function in Eq. �1� selects those configurations compat-
ible with the constraint that the total energy of the system be
equal to U. This is appropriate for an isolated system, whose
total energy must remain constant.

Now let us consider some other quantity that can be cal-
culated from the system configuration q by a function A�q�.
This quantity will fluctuate as the system changes its con-

figuration. Nevertheless, its average value Ā can be calcu-
lated by averaging over all possible configurations, assuming
each one to be equally likely

Ā�U� =
�A�q���U − H�q��dq

���U − H�q��dq
. �2�

Again, this equation links macroscopic quantities on the left-
hand side with microscopic ones on the right-hand side. Note
that the denominator is required for normalization and is
called the partition function. Using Eq. �1�, note that Eq. �2�
can be rewritten as

Ā�U� = C�N�e−S�U�/kB� A�q���U − H�q��dq . �3�

This average is called the microcanonical ensemble average.

2. Canonical ensemble

Up to this point, we have assumed that the internal energy
U of the system is fixed, corresponding to a completely iso-
lated system. This is not a useful idealization because it is
difficult to produce systems to which it applies. It is much
more common to observe systems which are held at a con-
stant temperature by exchanging energy with their surround-
ings. Nevertheless, Eq. �2� can be extended to describe these
systems. This is done by dividing the system into a “reser-
voir” R and a “small system” S. Each degree of freedom can
be assigned to one of these two subsystems: q= �qR ,qS�. We
observe only the system S, so that any quantity A that we
will want to calculate depends only on qS. Applying Eq. �2�,
we obtain

Ā�U� =
� A�qS���U − H�qS,qR��dqSdqR

� ��U − H�qS,qR��dqSdqR

. �4�

Next, we assume that the Hamiltonian can be written as

H�q� = HR�qR� + HS�qS� + HSR�qS,qR� , �5�

with

HSR�qS,qR� � HS�qS� � HR�qR� . �6�

We put this form into Eq. �4� and assume that HSR is so small
it can simply be omitted. We obtain

Ā�U� =
�A�qS���U − HS�qS� − HR�qR��dqSdqR

���U − HS�qS� − HR�qR��dqSdqR
. �7�

It is now possible to perform the integrals over qR because A
depends only on qS. Equation �1� states that the integrals of
the delta functions in Eq. �7� are exponentials of the entropy
leading to

Ā�U� =
�A�qS�eSR�U−HS�qS��/kBdqS

�eSR�U−HS�qS��/kBdqS
, �8�

where SR�UR� is the entropy of the reservoir when the reser-
voir contains energy UR=U−HS. Since HS�U, the entropy
can be expanded in a Taylor series

SR�U − HS�qS�� 	 SR�U� − 
 �SR

�U
�HS 	 SR�U� −

HS

T
,

�9�

where we have used the thermodynamic identity T=�U /�S.
Putting this back into Eq. �8�, we have

Ā�T� =
�A�q�e−HS/kBTdq

Z�T�
, �10�

where

Z�T� =� e−HS/kBTdq �11�

is the partition function. Note that we have changed the ar-
gument of A from U to T. This is possible because U is an
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increasing function of T. We have also dropped the subscript
S from the qS. The average in Eq. �10� is called the canonical
ensemble average.

Equation �10� is probably the most-used result in statisti-
cal mechanics. We can rewrite it as

Ā�T� =� A�q�PT�q�dq , �12�

where

PT�q� =
e−HS�q�/kBT

Z�T�
�13�

is the probability that configuration q will be realized at
temperature T.

3. Fluctuations and probability

Equation �10� predicts the average value Ā a quantity will
have at temperature T. If measurements can be made accu-
rately and quickly enough, fluctuations about this mean value
will be observed. This is because the system is always
changing its configuration, thus causing the measured value
of A to change. The probability that A take on a certain value
A0 is

pT�A0� =� ��A0 − A�q��PT�q�dq . �14�

Thus by observing fluctuations of some quantity A, one
might be able to learn something about the geometry of
phase space. One frequently monitored quantity is the energy
U of the subsystem

U�T� =
�HS�q�e−HS/kBTdq

Z�T�

=kBT2 �

�T
log Z�T� . �15�

The second equal sign can be found by differentiating Eq.
�11� under the integral sign. Differentiating this relation a
second time yields

CV =
�U

�T
=

�U
2

kBT2 , �16�

where �U
2 is the variance of the distribution of the energy

contained in the subsystem. Here, CV is the specific heat of a
thermodynamic system at constant volume. It is the amount
of energy that must be added to raise the temperature by one
unit.

Let us suppose that we have a thermodynamic system at
temperature T1 and containing energy U1. Some energy is
added so that the internal energy increases to U2 and the
temperature rises to T2. If we integrate Eq. �16�, then we
obtain

1

kBT2
−

1

kBT1
= − �

U1

U2 dU

�U
2 . �17�

This equation can be used to determine the temperature if the
changes in energy and the fluctuations of the energy are
known. This equation is not usually very useful for thermal
systems because it is much easier to measure the temperature
with a thermometer than to observe fluctuations of energy. It
will turn out to be useful, however, for calculating the analog
of the temperature in granular packings.

B. Granular statistical mechanics

1. Presentation

The theory of Edwards begins by considering a granular
packing prepared in some way. The method of preparation is
assumed to be repeatable, so that one could �at least in
theory� generate an ensemble of identically prepared pack-
ings. This ensemble is then put in analogy with the canonical
ensemble. This analogy is summarized in Table I. One re-
places the energy U with the volume V of the packing. The
Hamiltonian is replaced with the volume function W. After
making these changes, Eq. �1� becomes

S�V� = log� ��V − W�q����q�dq . �18�

The entropy S�V� is the logarithm of the number of ways
to arrange the grains that yield a volume V. The function �
has been added because only certain configurations are
stable. If a given configuration q is unstable �for example, if
it contains a grain that floats above the surface without any
supporting grains�, then ��q�=0.

Since we want to use the canonical ensemble, there must
be a quantity analogous to the temperature T. This is the
compactivity X assumed to be a function of the preparation
of the packing. Then, given a quantity A, the probability of
observing A=A0 at compactivity X is

pX�A0� =� ��A0 − A�q��PX�q�dq , �19�

in analogy with Eq. �14�. The probability that a configuration
q will be realized under the same conditions is

PX�q� =
e−W�q�/X

Z�X�
��q� , �20�

where the partition function

TABLE I. The analogy between granular packings and thermal
systems underlying the theory of Edwards.

Thermal Systems Granular Systems

Degrees of Freedom q Degrees of Freedom q

Hamiltonian H�q� Volume function W�q�
Energy U Volume V

Temperature T Compactivity X
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Z�X� =� e−W�q�/X��q�dq �21�

guarantees that pX�q� is properly normalized.

2. Discussion

Although the mathematical structure of these two theories
is very close, the physics is quite different. For example, Eq.
�1� is almost the same as Eq. �18�. The entropy in Eq. �1� is
the thermodynamic entropy, which can be defined and mea-
sured without any reference to a microscopic model, as it
was done in the century before Boltzmann. On the other
hand, the entropy in Eq. �18� has no such independent exis-
tence. It is defined by Eq. �18�.

Another important difference is the origin of the exponen-
tial in Eq. �13� and in Eq. �20�. In Eq. �13�, the exponential
arises from considering a system in contact with a thermal
bath. After making a specific assumption given in Eq. �6�, the
exponential appears in a mathematical derivation. On the
other hand, no such derivation has been proposed for the
exponential in Eq. �20�. It has simply been inserted, in anal-
ogy with Eq. �13�. Various qualitative arguments can be sug-
gested, but nothing so precise as the derivation of Eq. �13�.
The exponential factor in Eq. �20� must therefore be regarded
as an assumption of the theory.

In general, the form of PX in Eq. �20� is rather special. It
can be factored into three parts: a function of X, but not q, a
function of q, but not X, and finally an exponential factor
where both q and X appear. Again, there is no known reason
why this should be so. One can also ask why W�q� appears
and not some other function of q. Furthermore, X and S are
related through the relation X= �V

�S . Note that it is quite easy
to construct histograms which do not satisfy these assump-
tions. An example is given in Sec. II B 4. In the following
section, we show how to test these assumptions by examin-
ing histograms of volume. Quite surprisingly, they hold for
granular compaction.

On the other hand, certain other assumptions given in
discussions of granular statistical mechanics cannot be tested
by examining the histograms of volume. For example, one
often reads that the theory requires that “the forcing assures
ergodicity: all mechanically stable configurations must be
equally probable and accessible” �4�. A violation of ergodic-
ity has no effect on Eq. �20�. If certain stable states were
inaccessible, this could be easily incorporated into the defi-
nition of ��q�. This function already encodes the inaccessi-
bility of mechanically unstable states; adding inaccessible
mechanically stable states does not change the structure of
the theory. There is also no reason why the stable states must
all be equally probable, either. One could use ��q� to weight
the more probable states more heavily than the less probable
states. Indeed, ergocity can probably not be tested without
calculating the integrals over phase space in detail. We do
not do this, but simply verify that Eq. �20� has the predicted
form, which is already a nontrivial statement.

3. Determination of the entropy and compactivity

We now show how one can test the theory and determine
X and S. We first determine X in two different ways. The first

way is to use Eq. �17�, replacing the thermodynamic quanti-
ties with their granular analogs �3–5�

1

X2
−

1

X1
= − �

V1

V2 dV̄

�V
2�V̄�

. �22�

In this equation, X1 and X2 are two values of the compactiv-
ity, corresponding to volumes V1 and V2, respectively. �V

2 is
the variance of the distributions of volume and must be ob-

tained as a function of the expected value V̄ of the volume.
To apply this equation, one must measure the fluctuations of
volume for different packing preparations �i.e., different val-
ues of X and V�. From this information, one can construct the
function �V

2�V� and integrate the right-hand side of Eq. �22�,
determining 1 /X up to an additive constant.

Note that Eq. �22� alone provides no check on the validity
of the theory. No matter what the distributions of the vol-
umes were, one could still obtain X by applying Eq. �22�.
This has limited the interest of previous work that exploits
this equation.

However, X can be determined in another way �10–12�.
The trick is to obtain 1 /X from overlapping volume distribu-
tions. One simply uses Eq. �19� to obtain the probability
pX�V� of observing a volume V at compactivity X,

pX�V� =� ��V − W�q��
 e−W�q�/X

Z�X�
���q�dq

=� ��V − W�q��
 e−V/X

Z�X�
���q�dq

=
e−V/X

Z�X�
eS�V�. �23�

This result still contains the unknown functions Z�X� and
S�V�, but suppose we could obtain the same volume V at two
different values X1 and X2 of the compactivity. Then we
could write

pX1
�V�

pX2
�V�

= 
Z�X2�
Z�X1�

�eV/X2−V/X1. �24�

The ratio of these probabilities is an exponential in V.
This ratio is easy to obtain from experimental or numeri-

cal data. One must observe the fluctuations of volume for
two different values of X, i.e., for two different ways of
preparing the packing. In the case of granular compaction,
this means two different strengths of tapping. For each value
of X, one then prepares a histogram showing the number of
times each value of the volume V was observed. This yields
pX1

�V� and pX2
�V�. If the histograms overlap enough, the

ratio in Eq. �24� can be calculated as a function of V and
fitted with an exponential. If the fit turns out to be reason-
able, 1 /X2−1 /X1 can be extracted. By comparing many dif-
ferent histograms, 1 /X can be determined as a function of the
method of preparation, up to an additive constant. These re-
sults can be compared to those obtained from Eq. �22�. If the
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histograms do indeed have the form Eq. �23�, these two re-
sults should agree. This was done in Ref. �10� for a model
system.

One can push the analysis a bit further and extract the
entropy S�V�. Comparing the probability of obtaining two
different volumes at the same compactivity yields

pX�V1�
pX�V2�

=
e−V1/XeS�V1�

e−V2/XeS�V2� . �25�

Taking the logarithm of both sides, we can obtain

S�V2� = S�V1� +
V2 − V1

X
+ ln pX�V2� − ln pX�V1� . �26�

An alternative way to obtain the entropy is to integrate the
relation X=�V /�S,

S�V� =� 1

X
dV . �27�

We thus have two different ways to calculate X and S. To
calculate X, we can use either Eq. �22� or �24�. If the volume
histograms pX�V� have the form given in Eq. �23�, both
methods give the same results. However, they are not equiva-
lent, for Eq. �24� works only when pX�V� have the form
predicted by Edward’s theory, but Eq. �22� can always be
applied. Thus applying Eq. �24� is a test of the theory.

It is also important to realize that both methods determine
X only up to an additive constant. Equation �22� contains a
definite integral that introduces a constant of integration
while Eq. �24� gives the difference in 1 /X between two dif-
ferent preparations. In this paper, we either arbitrarily fix this
constant or adjust it to make X a function of V.

In the same way, we could determine S either from the
histograms as in Eq. �26� or the integral in Eq. �27�. Again,
these methods are not equivalent. Equation �26� relies on the
form of pX�V� where as Eq. �27� does not. Neither are the
results necessarily the same, even when pX�V� has the pre-
dicted form. Equation �26� isolates the function S�V� appear-
ing in pX�V�, whereas Eq. �27� relies on the thermodynami-
clike identity X=�V /�S. In granular statistical mechanics,
there is no reason why the S in the thermodynamiclike rela-
tion must be the same as the S appearing in pX�V�. The
thermodynamiclike relation was not used in deriving pX�V�
and thus the identification of these two entropies is another
supposition of the theory. In contrast, the thermodynamic
relation T=�S /�U is used in deriving the canonical ensemble
in thermal statistical mechanics.

It is also important to realize that both methods of calcu-
lating S introduce another unknown additive constant. Thus
the transformation

1

X
→

1

X
+ �, S → S + �V + � �28�

acts like a “gauge transformation:” applying it does not
change the physical observations. However, note that the
analogy to the gauge transformation in electromagnetism is
only partial. The transformation Eq. �28� does modify Z�X�,
but this is invisible to our analysis since we do not consider
Z�X�.

4. Case of generalized gamma distributions

To show that the overlapping histogram test can be a sen-
sitive check of Eq. �24�, it is helpful to investigate what
would happen if Eq. �23� were not true. Let us consider the
case that the volumes are distributed according to a general-
ized gamma distribution

p̃X�V� =
�2

	� 1+�1

�2
�


1+�1V�1 exp�− �
V��2� , �29�

where �1 and �2 are additional parameters. Note that p̃ has
the form of p in Eq. �23� when �2=1 and 
=1 /X. We as-
sume 
 depends on the preparation of the powder.

Let us now consider what happens when we try to calcu-
late X using the two different methods presented above.
Since both 
 and X are functions of the preparation, this
amounts to calculating X as a function of 
.

Let us consider Eq. �22� first. We must obtain �V
2 as a

function of the expected value of the volume. The moments
of the generalized gamma distribution are

�
0

�

Vnp̃�V�dV = 
−n

	
1 + n + �1

�2
�

	
1 + �1

�2
� . �30�

From this relation, one can obtain �2�V̄� and perform the

integral in Eq. �22�. This yields a relation between X and V̄.
Equation �30� can be used again to obtain a relation between
X and 
,

1

X2
−

1

X1
= �	��1+3

�2
�

	��1+2

�2
�

−
	��1+2

�2
�

	��1+1

�2
��

−1

�
2 − 
1� . �31�

Now let us turn to Eq. �24�. The ratio in that equation can
be calculated. We do not obtain an exponential in V, except
for the case �2=1. If we fit an exponential to the ratio in
some small region around the volume V, we obtain

1

X2
−

1

X1
= �2V�2−1�
2

�2 − 
1
�2� . �32�

Note that Eqs. �31� and �32� agree only when �2=1, but no
restriction is placed on �1.

5. Case of overlapping Gaussians

The Gaussian distribution arises frequently whenever sys-
tems with a large number of degrees of freedom are consid-
ered. It is therefore useful to consider what happens when the
method above is applied to overlapping Gaussian distribu-
tions. Suppose that the distributions of observed volumes are
Gaussians

pX1
�V� =

1

�1
�2�

e−�V − V̄1�2/2�1
2
, �33�

where �1
2 is the variance of the distribution and V̄1 is its

mean. Suppose we have two Gaussians for X=X1 ,X2. The
logarithm of the ratio in Eq. �24� is
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ln
 pX1
�V�

pX2
�V�� = −

�V − V̄1�2

2�1
2 +

�V − V̄2�2

2�2
2 − ln �1 + ln �2.

�34�

This function is a parabola, whereas if Eq. �23� holds, we
expect a straight line with a slope 1 /X2−1 /X1. Thus, accord-
ing to Edward’s theory, the volume histograms cannot be
strictly Gaussian. In many cases, however, the central part of
distributions is well approximated by a Gaussian. This is true
of gamma distributions �obtained by setting �2=1 in Eq.
�29��: As the parameter �1 increases, so does the range of V
where the Gaussian approximation is accurate. This approxi-
mation is very good because of the central limit theorem.

The parabola in Eq. �34� resembles a straight line when its
curvature is very small. This occurs when the variance of
neighboring distributions is nearly the same. Furthermore,
we can only determine the ratio in Eq. �34� over a small
range of values, where the parabola might be indistinguish-
able from a straight line. What value of 1 /X would be found
in this case? To find out, consider evaluating the slope of the

function in Eq. �34� at V= �V̄1+ V̄2� /2, i.e., midway between
the centers of the two distributions. We obtain

1

X2
−

1

X1
=

1

2

 1

�1
2 +

1

�2
2��V̄2 − V̄1� . �35�

This is a finite difference version of Eq. �22�. The two meth-
ods thus give the same result. This means that an agreement
between Eqs. �22� and �24� is not necessarily significant evi-
dence of Edward’s theory. It may simply be the case that we
are confronted with Gaussian distributions generated by a
completely different process. It is therefore always necessary
to check if the data permit a distinction between a Gaussian
and distributions arising from statistical mechanics.

C. Application to granular compaction

In this paper, we apply these ideas to granular compac-
tion, where grains are put into a container and subjected to a
series of taps. The process has been studied experimentally
�3–5� and numerically �13�. One observes that the density
approaches a value that depends on the strength and nature
of the tapping and then fluctuates around this value. For ex-
ample, in Fig. 1, we show the dimensionless volume per
particle as a function of the number of taps from two simu-
lations of granular compaction. In the lower panel, where the
tapping is quite vigorous, the volume fluctuates about a con-
stant value, with the amplitude of the fluctuations also re-
maining constant. In the upper panel, the tapping is very
gentle. After about 20 000 taps, a steady state is �apparently�
obtained, but at a smaller volume.

In the following, we examine whether the fluctuations of
the granular packing about its long-time average can be con-
sidered as thermal fluctuations. We make the hypothesis,
therefore, that the fluctuations for T20 000 in the upper
panel of Fig. 1 and for T2000 in the lower panel are sam-
pling the “granular-canonical ensemble” whose states q are
realized with the probability given in Eq. �20�.

III. NUMERICAL RESULTS

A. Method

We use a numerical model of granular compaction �13�
that has been extensively compared to experiments and other
numerical models. It has been shown to reproduce many of
the macroscopic features of granular compaction, as well as
some of the microscopic ones �14,15�.

The granular packing is composed of N identical spheres
of diameter D contained in a rectangular volume with a flat,
solid bottom and periodic boundaries at the sides. The model
is entirely geometric; no forces are calculated. First, one
models the tap as a dilation of the packing. If zi is the height
of the center of particle i, it is moved to a height �1+���zi
−D /2�+D /2. The diameter D appears in this expression so
that the particles resting on the bottom remain there; they are
effectively “glued” to the bottom. The parameter � charac-
terizes the strength of the tap. Examination of the experi-
ments show that � is proportional to the square of the maxi-
mum acceleration experienced during the tap �16�.

Once the packing has been dilated, the particles fall back
down into place. This is done using a Monte Carlo-like pro-
cedure. A small, downward displacement is randomly gener-
ated and proposed to a chosen particle. This displacement is
generated by first choosing a distance uniformly distributed
in �0,D /10�. Then an azimuthal angle � is chosen, uni-
formly distributed in �0,2��. Finally, a polar angle is chosen
by first drawing a value u from a normal distribution with
unit variance and zero mean. If u1, another value is
drawn until we obtain u�1. Then, we calculate a polar
angle �=��u−1�, where �=−� /2 indicates a movement di-
rectly downward. In this way, we are assured that each pro-
posed movement will lower the center of mass of the pack-
ing. The proposed movement is rejected if it would cause
particles to overlap or penetrate the floor. Otherwise, the
movement is accepted and the particle is moved downward.
Then another particle is selected and another displacement is
generated. This continues until the packing has settled. In the
previous implementations of the model, the packing was
considered to have finished evolving when the average dis-
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FIG. 1. The volume per particle as a function of the number T of
taps for two different values of �. The volume is given in units of
Vsp=�D3 /6, the volume of a single sphere. �Thus the solid fraction
is �=NVsp /V.� In both cases, the size of the periodic domain was
Lx=Ly =16D, with N=4096 particles.
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placement decreased below a threshold. Here, we wish to
compare systems of different sizes, so it is helpful to propose
a fixed number of movements to each particle.

One consequence of the movement acceptance criterion is
that the particles never touch, even when the packing has
settled. A movement that would cause an overlap is rejected
and a movement that would cause two particles to touch is
generated with a probability zero. Therefore, a settled pack-
ing is one where the particle separations have become small.
Thus we expect that the densities observed numerically will
be smaller than the experimental ones, which is indeed the
case.

B. Choice of parameters

The simulation domain has a horizontal size of L=16D.
We perform simulations with N=4096 and N=8192 grains,
corresponding to ND2 /L2=16 and 32 layers of particles. To
check the effect of the horizontal sizes, simulations were
done with L=8D and 16 layers of particles �N=1024�. The
results are identical to those obtained with L=16D and 16
layers of particles. Thus we conclude that L has no influence
on the results.

The depth of the packing, however, does have an influ-
ence on the results. In particular, one must increase the num-
ber of proposed moves for deeper packings because the
grains at the top of the packing must move farther during the
compaction. Accordingly, we use the following formula to
calculate the number Npropose of moves proposed to each
grain after each tap:

Npropse = �
 N

16L2 + 0.2� � 104. �36�

The initial conditions are generated by putting the particles
into the periodic domain one after another. First, the horizon-
tal coordinates of the particle are chosen randomly. The
sphere is then placed very high above the bed with these
coordinates and then lowered until it touches another sphere
or the floor. Then the entire packing is submitted to ten taps
at �=1 to mix the particles.

Once the initial condition has been obtained, a large num-
ber of simulations at different values of � was done with
0.01���1. This range is much larger than what is experi-
mentally accessible. An analysis of photographs taken during
experiments shows dilations corresponding to ��0.1 �16�.
We use a large range of � to test the validity of the theory
over a wide range of parameters.

Since the equilibration and correlation times depend on �,
the length of the simulation also depends on � with about
104 /�1/2 taps being performed. To eliminate transients, we
exclude the first 1/3 of each time series from our analysis. To
check if an equilibrium has been truly attained, the small
simulations �L=8D, N=1024� were continued for 10 times
more taps. These simulations show that small decreases in
volume occur for ��0.05 even after 104 /�1/2 taps. The de-
creases are small, however, generally on the order of 1/3 the
standard deviation of the distributions of volume. Further-
more, the decrease is slow enough that these simulations can
be considered as being in equilibrium, as we will see below.

We calculate the volume by dividing the packing into
LxLy / �4D2� square vertical columns of size 2D�2D. The
height zmax of the highest particle within each column is
found and the volume of the packing within the column is
then 2D�2D� �zmax+D /2�. To obtain the volume of the
whole packing, one sums the volumes of all the columns. In
Fig. 2, we show the volume as a function of � for both the
N=4096 and N=8192 simulations. To compare these pack-
ings of different depths, we compute the inverse packing
fraction 1 /�=V / �NVsp�, where Vsp=�D3 /6 is the volume of
a single sphere. The densities of the two depths coincide for
��0.2, but the deeper sample is denser for �0.2.

Examination of vertical solid fraction profiles ��z� shows
that the density is not constant with height, as it is in the
experiment. For small �, density decreases with height, and
for large �, it increases. The relationship between the density
profile, the number of moves proposed to each particle, and
the method of choosing the particles to move is a compli-
cated issue �17�. It should also be noted that a curious be-
havior has recently been noted for �1: the average volume
becomes nonmonotonic �15�. Thus the curves in Fig. 2
would exhibit a maximum if larger values of � were probed.
In this paper, we will not consider these issues further, but
simply investigate whether the systems can be considered to
be sampling a granular-canonical average according to Eq.
�20�.

C. Calculation of compactivity

The volume is calculated after each tap, permitting us to
construct histograms of volume for each value of �. Several
examples are shown in Fig. 3. These volume histograms are
obtained by binning the volumes observed in the last 2/3 of
each time series, giving an estimate of pX����V�. Specifically,
the range of volumes is divided up into n small intervals of
size �V ��V=D3 in Fig. 3�. Then, the number of points Ni
that fall into each interval i is counted. The probability den-
sity pi within the interval i is thus

pi =
Ni

Ntotal�V
, �37�

where Ntotal is the total number of points in all the intervals.
This gives a probability density whose integral over all val-
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FIG. 2. The inverse solid fraction 1 /�=V / �NVsp� as a function
of �. Here, V is the volume of the packing and Vsp=�D3 /6, the
volume of a single sphere. Data are shown for both the 16-layer
packings �N=4096� and the 32-layer packings �N=8192�.
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ues of V is unity, as required. The histograms obtained in this
way are nearly Gaussian as one can quickly see by looking at
Fig. 3, where they have a clear parabolic shape when plotted
logarithmically. We must therefore consider the possibility
�discussed in Sec. II B 5� that the apparent success of the
statistical-mechanical theory be due to the limited range of
accessible volumes.

Next, the uncertainty of this probability must be calcu-
lated. This requires determining the number of independent
points in each bin. Note that each measurement is not inde-
pendent, since each volume measured is correlated with the
volume measured at the previous tap. We estimate a decor-
relation time Tdecorr from the autocorrelation function C�T� of
the volume. Specifically, Tdecorr solves

�
0

Tdecorr

�1 − C�T��dT = 1. �38�

In our case, recall that time is discrete, but application of this
equation requires continuous time. We solve this problem by
declaring that C�T� takes on the value of the autocorrelation
function for the smallest integer greater than T. Thus for 0
�T�1, C�T�=C�1�. Thus T in Eq. �38� is the time, nondi-
mensionalized using the temporal separation of the taps. If
C�1�=0, then Tdecorr=1 and the volumes at successive taps
are completely independent, so that the number of indepen-
dent taps is equal to the number of taps. As Tdecorr increases,
the number of independent taps decreases. The obtained
decorrelation times are shown in Fig. 4. Not surprisingly, one
has Tdecorr	1 for large � and Tdecorr increases as the tapping
becomes gentler.

Once the decorrelation time Tdecorr has been obtained, one
can determine the number of independent points in interval i
as Ni /Tdecorr. Thus, we estimate the uncertainty of the prob-
ability as

�pi =
�NiTdecorr

Tend�V
. �39�

In order to apply Eq. �24�, we need to obtain the probabil-
ity of observing a certain volume for different values of �.
This is quite easy to do, as shown in Fig. 3. The histograms
overlap substantially, meaning that the ratio in Eq. �24� can
be calculated for a large number of points. We thus plot
logarithmically the ratio of the probabilities. Some examples
are shown in Fig. 5. One obtains straight lines, as predicted
by Eq. �24�.

Fits such as those in Fig. 5 were performed for every pair
of vibrations ��1, �2� where there are at least ten points to fit.
One can check the quality of the fit by calculating its �2

statistic

�2 = �
i=1

n
�y�xi� − yi�2

�yi
2 , �40�

where �xi, yi� are the observed points, xi being the indepen-
dent variable, and yi the dependent one. The uncertainty of
the measurement is given by �yi and the function y�x� is the
theoretical prediction being tested. The sum is taken over all
the observed points. If �2 is of order of the number n of fitted
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FIG. 3. Histograms of the volume V for �� ranging from 0.14 to
0.30 with steps of 0.02 for N=8192. The most probable value of V
increases monotonically with �. To eliminate transients associated
with the approach to the equilibrium, only volumes in the last 2/3 of
the simulations were used.
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FIG. 4. The decorrelation time Tdecorr, defined in Eq. �38�. This
decorrelation time used to estimate the number of independent
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points, then the fit is reasonable. A large value of �2 /n indi-
cates that the points cannot be fitted to a straight line. The
largest value of �2 /n encountered is just less than 1.6, mean-
ing that all the pairs of histograms that overlap significantly
conform to Eq. �24� to within statistical uncertainty.

To obtain these high-quality fits, it is necessary to incor-
porate the decorrelation time into the uncertainty, as done in
Eq. �39�. Furthermore, if transients are not eliminated, they
contaminate the distribution so that Eq. �24� does not hold.
Simulations with small � are particularly affected by this
problem, since the approach to equilibrium is slow when the
tapping is weak. As mentioned above, eliminating the first
1/3 of each time series is enough to solve this problem.

However, we must consider the alternative explanation of
the straight lines in Fig. 5. Perhaps the straight lines appear-
ing there are simply small sections of the parabolas predicted
in Eq. �34�. To this end, we compute the ratio in Eq. �34� for
each pair of overlapping histograms. We do this by simply
taking the mean and the variance of the two histograms. This
enables us to calculate the coefficients of the parabola in Eq.
�34�. This parabola can then be compared to the data by
calculating its �2 statistic and comparing it to that of the
linear fit. This is done in Fig. 6, where we show the �2

statistic for both the linear fit and the parabolic curve calcu-
lated from the mean and variance of the two contributing
histograms. The �2 statistics are nearly identical, with the
exception of �1/2�0.2���0.04� for the small �N=4096� sys-
tems. Thus, our data neither confirms nor contradicts the
statistical-mechanical theory. The histograms that we ob-
serve may be the central parts of distributions that conform
to Eq. �23� or they may be Gaussians generated by some
other process.

Nevertheless, one can continue obstinately with the analy-
sis and calculate 1 /X as a function of �. Equations �22� and
�24� yield equivalent results, as anticipated for the case of
nearly Gaussian distributions. One finds that the results de-
pend on N as well as �. However, � is not a good parameter
because the results of the simulation depend on many other
parameters, such as the number of moves proposed to each
particle. It is therefore not clear that �=0.1 has the same
meaning for the two different system sizes. We therefore plot

1 /X as a function of the inverse solid fraction 1 /�
=V / �NVsp�, where Vsp is the volume of a single grain. The
dependence on N can then be eliminated if one chooses the
constant � in Eq. �28� appropriately. The results of doing this
are shown in Fig. 7. As expected, X decreases as the density
increases.

What does it mean that 1 /X is independent of N? In Eq.
�22�, we see that 1 /X2−1 /X1� �V2−V1� /�v

2. This quantity
must remain constant as N changes. Since V�N, we must
have �V�N1/2. This is precisely the scaling predicted by the
central limit theorem. Thus the global density is behaving
like a sum of many independent, identically distributed ran-
dom variables.

A careful examination of the curves in Fig. 7 indicates
that they do not exactly coincide. Their slopes are slightly
different. This may be due to the influence of the boundaries,
which is more important in the smaller sample. In conclu-
sion, the distributions of the global packing volumes are con-
sistent with the form predicted by Edward’s theory, Eq. �23�,
but we are unable to distinguish them from simple Gaussian
distributions.

D. Statistics of volume around individual particles

1. Description of data

Although Edward’s theory was originally proposed for the
total volume of a packing, the focus of much recent work has
been on the distribution of volumes associated with each
particle �6–9�. The total volume of the packing is partitioned
into regions, each region being associated with a particle.
The most common method is to construct Voronoï cells and
that is the method used here.

We use the Lx=Ly =16D simulations with N=8192 par-
ticles. The depth of these packings is approximately 32D. We
write the particle positions to a file every 1000 taps and then
calculate the Voronoï volumes associated with each particle.
Only those volumes recorded during the last 2/3 of the simu-
lation are used, so that local and global analyses are based on
the same configurations.
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Inspection of the data shows that the density depends on
height and therefore the distribution of volumes must also
depend on the height. We therefore divide the packing into
horizontal slices of thickness 5D and construct the histo-
grams of the Voronoï volumes for each slice and each value
of �. Voronoï cells are considered as members of the same
population if their centers are in the same slice with the same
value of �, even when appearing at different times. Figure 8
shows some histograms obtained in this way. The resulting
distributions are clearly asymmetric and therefore non-
Gaussian.

Since all distributions overlap significantly, it is possible
to check Eq. �24� for every possible pair of ��1 ,�2� belong-
ing to the same slice. Some statistics concerning the results
are shown in Table II. First of all, it is clear that the linear fit
based on Eq. �22� describes the data much more accurately
than the assumption of overlapping Gaussians. Furthermore,
the fits are better in the middle of the packing than at the top
and bottom. This is probably due to boundary effects �17�. In
the center of the packing, the distribution of volumes is well
described by a function of the form given in Eq. �23�. In the
following, we therefore neglect the top and bottom layers of
the packing.

2. Compactivity and entropy

Since the distributions of volume have the form predicted
by the statistical-mechanical theory, it is meaningful to cal-
culate X. In Fig. 9, we show X as a function of �. Note that
X varies within the packing. The compactivity decreases as
one descends toward the bottom. As the tapping becomes
weaker, the X decreases, as was observed for the global mea-
sure of the volume. But the value of X deduced from the
Voronoï volumes is smaller than the value obtained for pack-
ing as a whole �compare Figs. 7 and 9�.

Earlier work �5� showed that the compactivity was a func-
tion of the density. We can check if this holds true at the
microscopic level by calculating the average volume �V� in
each slice and for each value of � and then plotting X as a
function of �V�. If one plots 1 /X using the compactivities
shown in Fig. 9, the points for the different slices fall on
parallel curves. But 1 /X has been determined only up to an
additive constant, which has been assumed to be the same for
all slices in Fig. 9. If we adjust this constant, assigning a
different constant to each slice, one can collapse all the
curves together, as shown in Fig. 10. Thus the variation of X
with height is solely due to the variation of density.

In Fig. 11, we show the entropy for one slice in the middle
of the packing. It is calculated using two different ways:
either by integrating �S /�V=1 /X or by using Eq. �25�. Both
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FIG. 8. Examples of histograms for the volumes associated with
each particle. These histograms are for the grains found in the slice
10�z /D�15 with �=0.01,0.04,0.1444,0.7744.

TABLE II. The maximum and mean �2 statistic for the linear
and Gaussian fits at different levels in the packing. Recall that all
pairs of ��1 ,�2� have been calculated and taken into account. The
values for linear fit arises from a straight-line fit of the ratio in Eq.
�24� and the Gaussian values result from assuming the volume his-
tograms are Gaussians as in Eq. �34�.

Slice

Linear fit Gaussian

Maximum Mean Maximum Mean

0�z /D�5 4.7 1.5 31.2 11.4

5�z /D�10 2.8 0.7 61.3 17.3

10�z /D�15 1.2 0.6 45.7 10.2

15�z /D�20 1.2 0.5 21.0 4.9

20�z /D�25 1.4 0.6 13.2 2.9

25�z /D�30 2.8 0.8 9.2 2.1

0 0.2 0.4 0.6 0.8 1
ε

0

10

20

30

40

50

D
3 /X

5 < z/D < 10
10 < z/D < 15
15 < z/D < 20
20 < z/D < 25

FIG. 9. Compactivity in different parts of the pile.

1.6 1.65 1.7 1.75 1.8 1.85
1/<ν> = <V>/(NV

sp
)

0

10

20

30

40

50

D
3 /X

5 < z/D < 10
10 < z/D < 15
15 < z/D > 20
20 < z/D < 25

FIG. 10. Inverse compactivity as a function of the average vol-
ume. The additive constant � in Eq. �28� has been adjusted so that
the curves lie on top of one another.

MCNAMARA et al. PHYSICAL REVIEW E 80, 031301 �2009�

031301-10



of these ways determine S up to an additive constant �, so
that the negative values in Fig. 11 are simply a consequence
of the choice of this constant. Note that the two methods are
not equivalent. Equation �25� allows one to calculate the en-
tropy over a much wider range of volumes. All that is needed
to calculate S�V� is that the volume V be represented in a
histogram and that the distributions of volumes be well de-
scribed by Eq. �23�. On the other hand, calculating S�V� by
integrating 1 /X requires that V be equal to the average vol-
ume for some value of X.

Another point to note is that the two methods yield dif-
ferent values of �S /�V. The line labeled “Histograms” in Fig.
11 is the function S�V� in Eq. �23�, but its derivative with
respect to V is not equal to 1 /X that appears in the
Boltzmann-like factor e−V/X. This difference cannot be re-
moved by adjusting � because the same value of � was used
by both methods.

Finally, note the presence of a density with maximum
entropy. Such a maximum has been observed before in dif-
ferent models related to granular compaction �18,19�. It is
expected from physical considerations. At low densities, we
expect a low entropy because there are many constraints on
the way the particles are to be placed. At high densities,
stable states are rare, so again the number of available ar-
rangements is low. Between these two extremes, the entropy
must be large, as it is in Fig. 11. Nevertheless, one should be
cautious in interpreting Fig. 11 for changing the arbitrary
additive constant � can shift the location of the maximum or
even eliminate it. Furthermore, the number of points at large
volumes is relatively small.

Thus, the Voronoï volumes obey certain aspects of Ed-
ward’s theory, but not all. The exponential factor in the den-
sity histograms is present, but the compactivity is different
from that calculated for the entire packing. This differs from
the behavior of thermal systems, where the same temperature
governs both the total energy and the individual degrees of
freedom. This means that the individual Voronoï volumes
sum up to the packing volume in a different way than the
energies of the various degrees of freedom add up to the total
energy.

Recent work suggests that the correct microscopic de-
grees of freedom are not Voronoï volumes, but “quadrons”
�20�. This is because the number of quadrons in a granular

packing is equal to the number of independent line segments
needed to draw the network that connects the centers of
touching grains. This suggests that quadrons are the correct
variables for a microscopic description of granular packings.

3. Gamma distribution

Aste and Di Matteo studied �9� the distributions of
Voronoï volumes in a wide variety of situations. They found
that all the data can be fitted with a gamma distribution

p�V� =
kk

	�k�
�V − Vmin�k−1

�V̄ − Vmin�k
exp
− k

V − Vmin

V̄ − Vmin
� . �41�

Here, k is a parameter, with k	12 for disordered jammed
states, and Vmin is the minimum volume possible. Are our
data consistent with this distribution? Equation �41� can be
written in the form of Eq. �23� if k and Vmin are considered as
constants, independent of the preparation �and thus indepen-
dent of X�. The preparation therefore enters into Eq. �41�
only through the mean density V̄. This is consistent with our
observation that the compactivity depends only on the local

average volume, i.e., V̄.
Putting Eq. �41� into the form of Eq. �23� gives the

following expressions:

X =
k

V̄ − Vmin

, S�V� = �k − 1�ln�V − Vmin� . �42�

If this expression for the compactivity X holds, then the
curve in Fig. 10 should be a straight line with a slope of k.
This curve is not straight and its slope of order 100. The
entropy in Fig. 11 looks much different from the predicted
logarithm, but one could increase the arbitrary constant � in
Eq. �28� to remove the maximum. The resulting curve would
look similar to a logarithm.

In conclusion, the result of Aste and Di Matteo can be cast
in the form predicted by Edward’s theory, Eq. �23�, but the
values of X and S so obtained do not agree with our data. It
may be that our procedure yields packings quite different
from theirs. It would be necessary to apply the overlapping
histogram test to their data to obtain a definite answer to this
question.

IV. EXPERIMENTAL RESULTS

A. Experimental setup

The experimental setup has already been described else-
where �5,21�. It consists in d=1 mm diameter glass spheres
placed in a glass cylinder of diameter L	10 cm. The cylin-
der containing the grains is tapped vertically at regular inter-
vals ��t=1 s�. Each tap is controlled by an entire cycle of a
sine wave at a fixed frequency f =30 Hz: V�t�=VMAX
�1−cos�2�ft�� /2 for 0� t�1 / f and V�t�=0 elsewhere. This
applied voltage is connected to an electromagnetic exciter
�LDS V404� which induces a vertical displacement to a mov-
ing part supporting the container and the beads. The resulting
motion of the whole system is monitored by an accelerom-
eter at the bottom of the container. This motion is more com-
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FIG. 11. Entropy calculated by integrating �S /�V=1 /X or from
Eq. �25� for the Voronoï volumes in the middle of the packing.
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plicated than a simple sine wave: at first, the system under-
goes a positive acceleration followed by a negative
acceleration with a minimum equal to −�max. After the ap-
plied voltage stops, the system relaxes to its normal position.
When �max is large enough, the bead packing takes off from
the bottom of the container and achieves a flight until it
crashes back to the bottom. The control parameter is the
tapping intensity 	=�max /g, where g=9.81 m s−2. The
packing fraction is measured using a �-ray absorption setup
�5,21�. It is deduced from the transmission ratio of the hori-
zontal collimated � beam through the packing T=A /A0,
where A and A0 are, respectively, the activities counted on
the detector with and without the presence of the granular
medium. From the Beer-Lambert law for absorption, we can
derive an estimation of the volume fraction in the probe zone
�	−��L�−1ln�T�, where � is the absorption coefficient of
the beads. The collimated � beam is nearly cylindrical with a
diameter of 10 mm and intercepts perpendicularly the verti-
cal axis of the vessel. We use an acquisition time of 60 s for
each measure which leads to a precision of 0.003. The pack-
ing fraction of the sample is estimated from the ratio T av-
eraged on approximately 7 cm height from the bottom of the
cylinder. Packing fraction profile measurements report a con-
stant packing fraction along the vertical axis.

B. Results

Several time series at different values of 	 were carried
out. The results are summarized in Table III. As described
above, one measures the solid fraction � of the packing,
which is proportional to the inverse volume. In this section,
we calculate volume as simply V / �NVsp�=1 /�. The number
of points is lower than in the numerical case because it is
much more difficult to obtain the experimental data.

Figure 12 shows the histograms obtained from the data.
Their form is nearly Gaussian, although a slight asymmetry
is sometimes visible. Note that the experimental volumes are
smaller than the numerical ones. The largest volume in Fig.
12 is about 1 /�=1.67, less than the smallest volume 1 /�
=1.69 in Fig. 7. Furthermore, the range of volumes observed
is much smaller than in the numerical results. The variation

in the mean value 1.639� V̄�1.653 is just a bit less than 1%
of the volume. In comparison, the range of volumes observed
numerically is 10% of the volume �see Fig. 2�. The variation
of volume observed microscopically �Fig. 11� is even greater.

Figure 13 shows one example of the ratio in Eq. �24�,
together with the straight-line fit predicted by that equation,

as well as the values that arise from assuming the histograms
are Gaussians. As one can see, the results are not decisive,
although the Gaussian assumption fits the data slightly better.
The other pairs of histograms yield data where the difference
between the two theories is even smaller. Therefore, our ex-
perimental results do not permit us to confirm the statistical-
mechanical theory.

Nevertheless, we can extract 1 /X from fits such as those
in Fig. 13. The results are shown in Fig. 14. The arbitrary
constant � has been chosen so that 1 /X=1 for the largest
value of X.

Let us now compare the experimental results of Fig. 14 to
the numerical ones in Fig. 7. The graphs cannot simply be
placed on top of one another because the ranges of 1 /X and
1 /� both differ. Let us consider the difference in 1 /X first for
this is the most dramatic. In Fig. 7, 1�1 /X�8, whereas the
range of 1 /X in Fig. 14 is at least 50 times greater: 1
�1 /X�400. As stated above, there is an arbitrary constant
involved in our calculations of 1 /X, but that does not help
reconcile this last result. The slopes of the lines are radically

TABLE III. Experimental results. We show both the solid frac-

tion and the inverse solid fraction 1 /�= V̄ / �NVsp� used to calculate
the compactivity.

	 N 1 /�= V̄ / �NVsp� �=NVsp / V̄

3.15 2001 1.6327�0.0063 0.6125

4.20 2962 1.6387�0.0064 0.6102

5.25 1416 1.6431�0.0061 0.6086

6.30 1923 1.6468�0.0066 0.6072

1.61 1.62 1.63 1.64 1.65 1.66 1.67 1.68
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FIG. 12. Histograms of volume obtained from the experiments.
The curves are for 	=3.15 �circles�, 4.20 �squares�, 5.25 �dia-
monds�, and 6.30 �triangles�. See Table III.
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FIG. 13. Logarithmic graph of the ratio shown in Eq. �24�, ob-
tained from the histograms of Fig. 12, for the histograms 	=4.20
and 	=5.25. Also shown are the possible fits. Solid curve: straight-
line fit used to extract 1 /X; for this fit, �2 /n=0.6143. Dashed line:
curve obtained by assuming histograms are Gaussians; �2 /n
=0.4941.
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different. In Fig. 7, the slope of the line is about −30 �1 /X
decreases by about 3 between 1 /�=1.75 and 1 /�=1.85�,
whereas in Fig. 14, the slope is −25000 �1 /X decreases by
about 250 between 1 /�=1.635 and 1 /�=1.735�.

But the units of 1 /X in the two figures are not the same.
Recall that the values of 1 /X are the slopes of the lines in
Figs. 5 and 13 and the x axes of these figures are not the
same. In Fig. 5, volume is measured in units of V /D3

whereas V / �NVsp� is used in Fig. 13. Thus the values of 1 /X
from Fig. 13 must be divided by NVsp /D3=�N /6. Assuming
a packing of about 10 cm, there are about N=106 grains in
the experiment. Thus the slope of the line in Fig. 14 needs to
be divided by roughly 5�105 before being compared to Fig.
7. This yields experimental values of 1 /X that are about
1/500 of the numerical ones.

There are two factors that could account for this differ-
ence. First of all, the accuracy of the density measurement is
0.3%, as stated in Sec. IV A. This seems quite accurate, but
the range of observed densities is quite small: the mean vol-
umes are spread over less than 1% �see Table III� and the
width of the histograms is about 2.5%. Thus the experimen-
tal uncertainty can significantly broaden the width of the
histograms. This reduces the slopes in Fig. 13, leading to an
increase in 1 /X.

A second factor that may explain the gap is that the effec-
tive value of N is less than the total number of particles.
When the density is measured, a beam of gamma-rays
traverses the cylindrical sample. As this occurs, the sample is
simultaneously rotated and raised, so that one obtains an av-
erage over the whole sample. But grains near the top and the
bottom are excluded from measurement and, furthermore,
particles near the center are weighted more strongly than
those at the edges because the beam always passes through
the center, but only occasionally through a given grain near
the edge. A related difference is that the numerical volumes
correspond to a fixed number of particles, whereas experi-

mentally, one measures the number of particles found in a
fixed volume.

Although these two factors might reduce the gap between
experiment and simulation, they seem unlikely to account for
the entire difference. This indicates that the numerical model
and the simulation have significant quantitative differences.
This is confirmed if one examines the x axes of Figs. 7 and
14: these figures concern nonoverlapping intervals of density.

V. CONCLUSION

We have applied the test first proposed by Dean and
Lefèvre �10� of Edward’s statistical mechanics of powders.
This test checks that the histograms of volume have the pre-
dicted form pX�V�=eS�V�e−V/X /Z�X�. A consequence of this
form is that the ratio of two overlapping histograms must be
an exponential in V. Furthermore, the compactivity X can be
extracted from this ratio. We extended this analysis by show-
ing how to extract the entropy S�V� over a wide range of
volumes.

We applied this test to granular compaction using both
numerical and experimental data. In all cases we examined,
the test indicated that theory is valid: the ratio of any two
sufficiently overlapping histograms could indeed be fitted to
an exponential. However, the test can yield a false positive
when the volume histograms are Gaussians with nearly equal
variances. In this case, the ratio of the histograms cannot be
distinguished from an exponential if the range of observed
volumes is too small. For this reason, our results concerning
the total volume of the packing are inconclusive. Our data do
not permit us to say whether the statistical-mechanical theory
applies or whether the volume distributions are Gaussians of
a very different origin.

On the other hand, our results for the Voronoï volumes
associated with each grain were more conclusive. The distri-
bution of these volumes was clearly non-Gaussian and the
histograms have the form predicted by the Edward’s theory.
We calculated the compactivity X from these histograms and
found that it depended only on the local density. The entropy
was also calculated: it exhibits a maximum, although one
must be cautious when interpreting these results.

We believe that this test of Edward’s theory is promising
because it can be applied in many situations and does not
rely on obtaining an analytic expression of the volume his-
tograms. Nevertheless, care must be taken to eliminate a
false positive result arising from Gaussian distributions. Fur-
thermore, the test does not confirm the microscopic details of
Edward’s theory, such as the probability a given state be
realized depends only on its volume.
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